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ABSTRACT

A general method to map the 3D spatial distribution of light emerging from nanoscale apertures is presented that uses photolithographic
techniques to create polymer replicas of the intensity distribution. The resulting features varied with aperture diameter and exposure time and
showed good correlation with theory. This method provides direct visualization of the intensity distribution in close proximity to nanostructures
and overcomes limitations imposed by physical probes where the contribution of the probe to the map requires deconvolution.

For the past two decades, the interaction of light with
nanostructured materials has been an area of intense theoreti-
cal and experimental investigation, and the progress has been
summarized in several reviews.1-3 The behavior of surface-
bound electromagnetic fields allows a number of technologi-
cally important applications including subdiffraction reso-
lution in optical imaging,4-7 sensitivity to differences in
surface modifications exploited in surface plasmon sensors,8,9

enormous signal enhancements associated with surface-
enhanced Raman scattering (SERS),10-12 and enhanced
transmission of subwavelength aperture arrays in metal
films.13-15 In addition, these phenomena have been applied
recently to emerging fields such as zero-mode waveguide
bioanalytical spectroscopy16 and near-field trapping and
manipulation.17-19 The continued development of these areas
requires a detailed understanding and experimental control
of the spatial field distribution in the vicinity of nanostruc-
tures. However, despite significant effort, the ability to map
the light intensity in a way that allows a direct comparison
with theoretical predictions has remained elusive. The main
reason for this is that the majority of experiments have used
proximity probes whose physical properties have to be taken
into account by theoretical models in order to produce an
accurate representation of the intensity distribution. In this
report, we introduce a method able to provide a 3D spatial
map of the light intensity in close proximity to nanostructures
without the need for physical probes. This method works
from near-field to far-field regimes and shows encouraging
agreement with theoretical calculations over the entire range.

The method is based on the lithographic mapping of local
photochemical changes occurring in a chemically amplified
polymeric resist exposed to light scattered by a nanostruc-
tured surface. Here, we describe an application of this
technique to an ensemble of small apertures in a metal film
supported by a glass substrate. The method is, however,
applicable to surfaces of arbitrary roughness, does not involve
a proximity probe perturbing the field, and is limited in
resolution primarily by the characteristics of the polymer
resist.

By providing a direct means to make physical measure-
ments of the intensity spatial distribution, the method
overcomes many of the limitations of near-field scanning
optical microscopy (NSOM) for mapping field intensity near
surface nanostructures. Although NSOM has been instru-
mental to the understanding of light interaction with nano-
structures, there exist several challenges. First, the optical
response of an NSOM apparatus is a function of both the
sample and tip geometries as well as of the chemical
composition of each. In many cases, numerical computations
are required for accurate image interpretation.1 Second,
surfaces with rich morphologies (e.g., those on which SERS
is observed) represent difficult samples for NSOM because
of the possible cross talk between the optical and topographi-
cal signals and related artifacts.20 Third, several factors
including low sensitivity to dielectric constant changes, field
penetration into the metal coat or tip, and the size of the
probe account for a practical resolution for NSOM of roughly
100 nm, reaching∼10 nm in limited cases.2,7,21

In this report, we have two principal aims: (1) to describe
the experimental conditions required for 3D photolitho-
graphic mapping and (2) to demonstrate by comparison with
a theoretical model that the method yields useful polymeric
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replicas of the transmitted light intensity distribution. The
theoretical model employs a single fit parameter (the
exposure threshold for significant photoresist cross-linking)
and does not depend on the photochemical response of the
chemically amplified resist. However, one takes advantage
of a well-defined exposure threshold for the resist,22 allowing
direct photolithographic mapping with high spatial resolution.

Using nanosphere lithography,23,24 randomly dispersed
nanoapertures were fabricated in a metal film supported on
a glass substrate as follows. Polystyrene nanospheres ranging
in diameter from 110 to 770 nm were first dispersed on a
glass substrate. Next, a thin chromium adhesion layer and
an aluminum overlayer were thermally evaporated on top
of the dispersed nanospheres. The thickness of the metal film
ranged from 50( 10 nm for the 110 nm nanospheres to
380 ( 10 nm for the 770 nm nanospheres. Finally, the
nanospheres were removed by sonication, leaving behind
transparent apertures in the evaporated metal film. The
aperture diameters were equal to the nanosphere diameters.
Nanosphere lithography provides high-quality apertures with
reproducible optical properties,25 and the Supporting Infor-
mation further details aperture fabrication.26 A negative-tone
photoresist (SU-8) was then spin coated on top of the metal
film, and the photoresist was exposed to UV light through
the nanoapertures from the opposite side (Figure 1a). The
light source was a high-pressure Hg lamp whose primary
wavelength is 365 nm. Light that emerged through the
apertures was sufficient to generate a latent photochemical
image that, in turn, was amplified and developed during
subsequent processing steps of the photoresist (postexposure
baking and dissolution). Elsewhere, the metal film effectively
blocked light transmission where apertures were absent.
Panels b-d of Figure 1 show a set of pillar-shaped resist
features obtained for a 3 min exposure time with aperture
diameters of 110, 200, and 360 nm. Diameters ranging from
subwavelength to superwavelength size were used to probe
regimes dominated by near- and far-field characteristics of
the transmitted light, respectively. We remark that the
photoresist film thickness (∼15µm) was always greater than

the height of the tallest features (6.54µm). This is in contrast
with the more established contact printing lithography where
the film thickness determines the height of the features.22

We studied aperture sizes of 110, 200, 360, 480, and 770
nm and exposure times of 1, 3, 10, and 30 min. The
polymeric structures obtained ranged in height from 0.23µm
for the 110 nm aperture and 3 min exposure time to 6.54
µm for the 770 nm aperture and 30 min exposure time. Figure
2 shows the variation of pillar height with aperture diameter
for different exposure times and includes all cases where
stable, well-defined pillars were obtained. As seen in Figure
2, the pillar heights grew with increasing aperture diameter
and increasing exposure time. For the shortest exposure time
of 1 min, free-standing pillars were not generated for the
110 to 480 nm aperture diameters because of insufficient
cross-linking of the polymer to remain intact during post-
exposure processing. Also, for exposure times longer than 3
min, discernible pillar formation was not observed for the
110 nm aperture. In this case, the 50 nm metal film was too
thin and/or porous, allowing cross-linking of the entire SU-8
film independent of the presence of apertures. This limitation
is not intrinsic to the mapping method but can be attributed
to the nanosphere lithography, which requires the metal film
thickness to be less than the radius of the nanosphere. Other
methods such as focused ion beam milling or electron beam
lithography could be used to generate apertures in metal films
of arbitrary thickness without the same film thickness
constraint as in nanosphere lithography and are, therefore,
potentially better for creating finer structures (e.g., less than
100 nm).

We now turn our attention to how one can relate pillar
shapes to electric fields. Our view relies on the hypothesis
that the changes at any point in the photoresist during
exposure to light are proportional to the local exposure,Φ,
defined as

where t is the exposure time and|EB|2 is the electric field
intensity above the aperture in steady state. After exposure

Figure 1. (a) Schematic of the experimental setup for lithographic
mapping of the transmitted intensity through nanoapertures. Scan-
ning electron micrographs are shown for pillars resulting from
aperture diameters of (b) 110, (c) 200, and (d) 360 nm. The features
shown were exposed for 3 min to UV light. (e-g) Three-
dimensional isointensity surfaces of the light obtained from finite-
difference time-domain calculations for the same conditions used
for the pillars in b-d. The arrows indicate the top and bottom of
the metal film. The size bar is the same for the experiments and
calculations, and the schematic is not to scale.

Figure 2. Variation of measured pillar height with aperture
diameter for exposure times of 1, 3, 10, and 30 min. The pillar
heights were measured using a scanning electron microscope
(SEM), and the error bars are(σ for at least 20 pillars.

Φ ) t|EB|2 (1)
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and postexposure processing, regions of smallΦ (soluble
resist) are separated from regions of largeΦ (insoluble resist)
by a boundary surface determined by an exposure threshold,
Φth. The specific value ofΦth depends on both the resist
material and the processing steps. Because the preexposure
bake, postexposure bake, and developing conditions were
kept constant in the experiments, we can assume that the
exposure threshold was the same for all samples. Thus, with
different exposure times, the pillar shape should represent
different isointensity surfaces of the transmitted light. For a
sequence of increasing exposure times andΦ ) Φth, the
values of|EB|2 on the isosurfaces decrease, and the growth
and reshaping of the resultant pillars reveal the distribution
of light intensity.

As a first illustration of such an analysis, we apply it to a
rough estimate of the intensity directly above the aperture
at a distancez from the metal film

where |EBi|2 is the intensity of the incident beam,d is the
aperture diameter, andT(d) is the aperture transmission
efficiency defined as the ratio of the flux transmitted into
the far field to the flux incident on the aperture. We expect
from Bethe-Bouwkamp theory27 thatT(d) rapidly decreases
for diameters smaller than the wavelength of the light. At
the opposite extreme, where Bethe-Bouwkamp theory does
not hold,T(d) should saturate at∼1. The intersection of the
exposure threshold isosurface (Φ ) Φth) with the surface
normal centered on the aperture gives the pillar height,h.
Combining eqs 1 and 2, one obtains for long exposure times
that the pillar height is given asymptotically by

For a fixed diameter, the pillar height should vary ast1/2.
Thus, our hypothesis leads to an explicit approximate
estimate of how the pillar height depends on the aperture
diameter and exposure time.

Before comparing with the experimental data, we describe
how a better theoretical estimate can be made (i.e., how eq
2 can be improved). For this we have used finite-difference
time-domain (FDTD) calculations28 to obtain isointensity
surfaces corresponding to our experimental conditions. These
calculations were performed for a fixed incident field strength
and linear polarization with variable aperture diameter and
metal film thickness.26 For the 3 min exposure time at which
we have data for all aperture diameters, we used the
experimental pillar heights seen in Figure 3 to evaluate|EB(x
) y ) 0, h)|2 and to estimate the exposure threshold,Φth,
from eq 1. Applying a least-squares fitting procedure to a
set ofΦth estimates for the measured pillar heights, we found
a best fit value ofΦth. This single value for the exposure
threshold was then used to produce isointensity surfaces for
different exposure times and aperture diameters. Panels e-g
of Figure 1 show the calculated isointensity surfaces corre-
sponding to the experimentally generated pillars in panels

b-d of Figure 1, respectively. A comparison of the experi-
mental and predicted pillar heights for the 3 min exposure
time is shown in Figure 3, and there is good agreement
between theory and experiment.

In Figure 4, the measured and theoretical pillar heights
are compared for the entire range of experimental parameters
examined and are plotted as a function of exposure time for
the different aperture diameters. Results from explicit FDTD
calculations are shown as points and extend to only modest
values of the pillar height. We are presently limited to
calculating pillars with a height of approximately 3µm.
However, Green’s theorem can be used to extract the limiting
behavior of|EB|2 far into the resist.28 Specifically,|EB(x ) y
) 0, z . d)|2 f C(d)/z2 where the constantC is determined
from an integral overx andy of the fields at fixed, smallz
> 0. The lines in Figure 4 are then set byh ) [tC(d)/Φth]1/2,

|EB(x ) y ) 0, z > 0)|2 ≈ T(d)|EBi|2 d2

d2 + z2
(2)

h ≈ d[T(d)|EBi|2t
Φth

]1/2

(3)

Figure 3. Comparison between experiment and theory of the
variation of pillar height with aperture diameter for an exposure
time of 3 min. The experimental data are from Figure 2, and the
theory points are from finite-difference time-domain (FDTD)
calculations using a single value for the exposure threshold,Φth,
obtained from the experimental data with a nonlinear least-squares
fit.

Figure 4. Comparison between experiment (open symbols) and
theory (solid symbols) of the variation of the pillar height with
exposure time for aperture diameters of 200, 360, 480, and 770
nm. The theoretical points are determined from FDTD calculations
using a single value ofΦth. The straight lines describe the
asymptotic behavior of the simulations whereh ∝ t1/2. The pillar
heights were measured using an SEM, and the error bars are(σ
for at least 20 pillars.
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and the individual simulation points clearly merge into these
asymptotic lines as the exposure time increases. At the other
extreme for short exposure times, the pillar heights grow
more rapidly with exposure time because one is probing the
distribution of|EB|2 near its maximum value. This qualitative
behavior is also implied by the simpler eq 2 forz < d.

For the experimental points at intermediate aperture
diameters (360 and 480 nm) in Figure 4, one sees thath(t)
is reasonably represented by at1/2 dependence. However, the
growth of the pillar height with exposure time is somewhat
slower than t1/2 for the largest aperture (770 nm) and
somewhat faster thant1/2 for the smallest aperture (200 nm).
The other qualitative trend seen in Figures 3 and 4 is that at
a fixed exposure time the experimental data lie below theory
for larger apertures and above theory for smaller apertures.
We are currently studying possible reasons for these differ-
ences. First, the structural integrity of the pillars depends
on the gradients of light intensity. Smaller pillars have steeper
gradients and possibly better structural integrity than larger
pillars. Second, the optical response of the thin metal films
may not be adequately described by the bulk optical
properties used in the calculations. For instance, imperfec-
tions in the films could modify the coupling to surface modes.
Third, the light used in the experiment is not monochromatic,
and the transmission through the aperture is wavelength-
dependent. To improve the agreement, future calculations
should incorporate a multiwavelength spectrum, or the
experiments should be repeated with a monochromatic source
(e.g., a laser).

Presently, the spatial resolution of the intensity mapping
method is limited by either the response of the polymeric
resist or the postdevelopment characterization method. In our
case, the limit was set by the spatial resolution,∼20 nm, of
the scanning electron microscope employed to measure the
polymeric replicas. However, we believe that with other
microscopy methods using material contrast and having better
spatial resolution, such as scanning tunneling microscopy
and atomic force microscopy, the spatial resolution could
be significantly improved down to the 1-10 nm scale. This
would, for example, allow the characterization of the “hot
spots” postulated for SERS effective surfaces.

In conclusion, photolithographic intensity mapping pro-
vides direct access to the spatial distribution of the light in
close proximity to nanostructures. We described conditions
in which polymer replicas of isointensity surfaces of light
transmitted through nanoapertures can be obtained. Encour-
aging agreement has been found in direct comparisons
between the numerical simulations of isointensity surfaces
and photolithographic polymeric features indicating that the
method may not need a subsequent modeling step to extract
the true intensity spatial distribution. The method can also
be used on engineered surfaces as a simple tunable way to
generate submicrometer-scale features in materials that can
be designed a priori with the help of electromagnetic
computations able to deal with near-field interference. We
believe that several fields including nanoimprinting, photo-

nics, sensing, and microfluidics may benefit from this
mapping technique and the ability to create features with
tunable dimensions.
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